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Abstract

In December 2019, SARS-CoV-2 caused the coronavirus disease (COVID-19) to spread to all countries, infecting thousands of
people and causing death. COVID-19 causes mild illness in most cases, although it can make some people seriously ill.
Therefore, vaccines are in various phases of clinical progress, and some of them have been approved for national use. The
current state of affairs reveals that there is a critical need for a quick and timely solution to the need for a Covid-19 vaccine.
Non-clinical methods such as data mining and machine learning techniques can help to do this. This study will focus on US
COVID-19 Vaccination Advances using Machine learning classification algorithms and Using Geospatial analysis to visualize
the results. The paper's findings indicate which algorithm is better for a given data set. Naive Bayes algorithm is used to run tests
on real world data, and is used to analyze and draw conclusions. Period of Accuracy and performance, and it was found that
Naive Bayes is very superior in terms of time and accuracy.
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1. Introduction

Nowadays, Machine Learning (ML) algorithms are used in a wide computing area because of their effective
performance. In December 2019, a new series of coronavirus known as SARS-Cov-2 was detected and caused a large
number of deaths from irregular respiratory diseases. Recently, the virus known as COVID-19 began to spread from
Wuhan, Hubie Province, China, then spread rapidly to all countries in the world. This virus can spread between
humans and become a universal pandemic. COVID-19 has shown moderate symptoms and affects people of all ages.
However, evidence shows that two groups of people infect this severe virus more than others, people who are elderly,
over 60 years old and people with chronic diseases such as Cardiovascular Disease, Diabetes, Chronic Respiratory
Diseases, and cancer.

The death rate continues to increase worldwide caused by COVID-19, therefore many countries are forced to take
quick actions such as: wearing masks, social distancing, lockdowns and curfews. The rapid development of vaccines
to prevent COVID-19 has become a global imperative. Sufficient vaccines against COVID-19 are expected to be
produced by 2021 to vaccinate at least 70% of each country's population. Figures that could blunt the years of the
pandemic sooner than expected if evenly distributed, according to a new analysis. Non-clinical methods such as data
mining and machine learning techniques can help to do this. Data mining is used to derive rules from large amounts
of data, whereas machine learning classification algorithms are data processing techniques that simplify the
development of analytical models.
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Today, machine learning is very important in healthcare. Machine Learning helps streamline administrative
procedures in hospitals, map and manage infectious diseases, and personalize medical care. Machine Learning can
also be used to provide a smart alternative for analyzing large amounts of data. By developing fast and efficient
data-driven algorithms and models for real-time data processing, Machine Learning can generate accurate results and
analysis. Therefore, we must increase physicians' access to additional detail so that they can make informed choices
about medical diagnosis and treatment strategies while still recognizing the potential consequences and costs for all.

The value of machine learning in healthcare is its ability alone to generate large datasets beyond the scope of human
capabilities, and then reliably transform the analysis of that data into clinical insights that assist clinicians in planning
and delivering care, ultimately leading to better outcomes, lower treatment costs and increase patient satisfaction. For
this problem, we collected a dataset on the success of the Covid-19 vaccine in America and analyzed the information
using machine learning and data mining algorithms. It is a way to derive useful information from the data and
suitable algorithms to make reliable predictive models from it. This research focuses on classifying machine learning
algorithms and identifying the parts of the country most in need of vaccines with the greatest consistency and
accuracy.

2. Literature Review

The healthcare system is one of the most important parts of developed countries. Nowadays the fear of COVID-19
has infected the whole world that It is associated with the rapid growth of essential data and the need to analyze the
relationships and hierarchy between data leads to the need for machine learning and Data mining is in the health
system that is very effective in prevention, diagnosis and treatment. COVID-19 Vaccination Progress Using Machine
Learning Algorithms is the subject of these studies. This paper analyzed recent studies in this area, identified and
determined the most efficient algorithm with the highest accuracy and precision.

IOP Series [17] performed an analysis in which a Deep Neural Network (DNN) was learned to distinguish between
two types of datasets: serious illness. A simulation sample containing 70% of the data was used, with a research
sample containing 30% of the data being used to verify the findings and quantify possible overtraining. The
population data given by the Gauteng CityRegion Observatory was used to apply the DNN weights. The horizontal
axis depicts the proportion of Gauteng's adult population, while the vertical axis depicts the decrease in serious
disease. According to the DNN model, through vaccinating around 20% of the adult population, the incidence of
serious COVID-19 disease may be decreased by over 80%. The smart algorithm's performance can be increased with
further refinements such as multi-class labelling and broader datasets.

IOP Series [18] suggested a Fine-Tuned RF model also with the Adaboost algorithm as a boost. To predict the
urgency of the circumstance and the probable result, death, the model uses the COVID-19 patient spatial, transport,
health, and demographic details. The model has an F1 Score of 0.86 and a 94% accuracy rate. The data review
reveals a strong association between patient gender and mortality, as well as the fact that the bulk of patients are
between the ages of 20 and 70.

Vaccine Hesitancy (VH) has been proposed by Chen et al. [19] as a major obstacle to the next COVID-19 mass
immunization program. Using area-level metrics readily accessible to policymakers, utilizing machine-learning
algorithms to forecast populations at high risk of VH. Based on results from infant immunization programs for seven
non mandatory vaccinations conducted in 6408 Italian municipalities in 2016, illustrate the strategy.

The region under the Receiver Operating Characteristics (ROC) curve is used to compare a collection of machine
learning models. The Random Forest algorithm is shown to be the most effective in forecasting areas with a high
chance of VH, improving the volatile baseline standard by 24% in terms of precision. The proportion of waste
recycled, and the job rate was found to be the strongest predictors of high VH among the area-level indicators. Which
will help policymakers target pro-vaccine advocacy programs at the local level.
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To forecast COVID-19 vaccine needs, Watratan et al. [20] used the vaxign and the recently built-in Machine
Learning based vaxign-ML reverse vaccinology methods. Vaxign-ML expected that the Spike proteins and
nonstructural proteins (nsp3 and nsp8) will induce strong defensive antigenicity. The nsp3 gene was discovered to be
more conserved in Sars-Cov-2, SARS-CoV-2, and Middle East Respiratory Syndrome Coronavirus (MERS-CoV)
than in 15 coronaviruses that infect humans and other species. The protein was also shown to include promiscuous
Mhc-I and Mhc-lIi T-Cell epitopes, as well as linear B-cell epitopes, which were expected to be clustered on the
protein surface. COVID-19 vaccine production may be competitive and secure if our expected future vaccine targets
are realized.

Sengiir [21] used the Naive Bayes Classification algorithm on Twitter data with the keyword 'COVID-19' indexed by
the keyword 'vaccine', in Indonesian tweets in the second and third weeks of January 2021. Over that time, the study
reported 39% optimistic sentiment, 56% pessimistic sentiment, and 1% favourable sentiment. Since the media did not
think the vaccination was effective at the time, negative opinions were created. Further research is anticipated to use a
variety of algorithms to produce more accurate outcomes in opinion analysis.

Roy et al. [22] performed research on Data Mining models for forecasting the recovery of patients infected with
2019-nCoV. The models estimate the time it will take for Covid-19 affected patients to recover, as well as when they
will be discharged from isolation centers. They also determine which patients will not recover and may die as a result
of the Covid-19 pandemic. The models assist health care providers in determining the recovery and stability of
freshly contaminated individuals.

The models were created using the Korea Centers for Disease and Prevention (KCDC) dataset, which was used to
extract instances of death and recovery reports from affected 2019- nCoV pandemic patients. Python programming
and data mining techniques such as Support Vector Machine (SVM), Naive Bayes, Decision Tree, logistic regression,
Random Forest (RF), and K-Nearest Neighbor (KNN) were used to create the models. The results indicate that the
model developed using a Decision Tree data mining algorithm is more effective in predicting the probability of
recovery of Covid-19 infected patients, with a 99.85% overall accuracy.

Forati and Ghose [23] developed two Deep Learning Classification models that use the hematochemical value from
blood tests to distinguish between SARS-CoV-2 positive and negative patients, with accuracy and sensitivity varying
from 82 to 86% and 92% to 95%, respectively. They’ve further developed a decision tree model to help doctors
decide whether or not to interpret blood tests for suspected Covid-19 events (even off-line). Their findings showed
that blood sample analysis and machine learning can be used to diagnose Covid-19 positive patients instead of
Real-time Reverse Transcription Polymerase Chain Reaction (RRT-PCR), which is particularly useful in developing
countries where RRT-PCR testing on respiratory tract specimens are scarce. They've created an open-source Web
Based health reference and evaluation website.

3. Method

The study methodology basically consists of five main steps: Data preparation, data preprocessing, applying
classification algorithms, result analysis and visualization as shown in figure 1.
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Figure. 1. Research methodology

3.1.  Dataset Preparation & processing

The “COVID-19 World Vaccination Progress Dataset’ is used from the Vaccine Reporting System Dataset in .CSV
file format. The Vaccine dataset is an open-source archive that contains the most detailed and relevant information on
COVID-19 World Vaccination Progress and Events accessible in kaggle.

There are 49 instances in the dataset we used for this study, with more than 14 attributes. Prior to implementing the
technique, any processing of the dataset is usually done. Data transmission has to be improved in order to meet data
consistency requirements. There are two main methods of data processing: data collection, convert nominal data to
numeric data. Sample contents of the dataset that have been normalized and converted can be seen in Figure 2.

STATE POPESTIMATE2019 lat long people_vaccinated percent_vaccinated
Alabama 4903185 32.377716  -86.300568 2289141.0 0.466868
Alaska 731545 58.301598 -134.420212 386179.0 0.527895
Arizona 7278717 33.448143 -112.098962 4010968.0 0.551054
Arkansas 3017804 34.746613  -92.283986 1532747.0 0.507901
California 39512223 38.576668 -121.493629 26496378.0 0.670587
Colorado 5758736 39.739227 -104.934856 3568136.0 0.619604
Connecticut 3565287 41.764046 -72.682198 2561549.0 0.718469
Delaware 973764 39.157307 -75.519722 608891.0 0.625296
District of Columbia 705749 38.895110  -77.03e370 465012.0 0.658891
Florida 21477737 30438118  -84.281296 13174939.0 0.613423

Figure. 2. Dataset Sample

3.2.  Naive Bayes Classification

The naive Bayes model is a heavily simplified Bayesian probability model. The naive Bayes classifier operates on a
strong independence assumption. This means that the probability of one attribute does not affect the probability of the
other. Given a series of n attributes,the naive Bayes classifier makes 2nd independent assumptions. Nevertheless, the
results of the naive Bayes classifier are often correct. Naive Bayes provides a method to predict the probability of
different classes based on various attributes. This algorithm is often used in text classification and when grappling
with multi-class problems. The work reported in examines the circumstances under which the naive bayes classifier
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performs well and why. It states that the error is a result of three factors: training data noise, bias, and variance.
Training data noise can only be minimised by choosing good training data. The training data must be divided into
various groups by the machine learning algorithm. Bias is the error due to groupings in the training data being very
large. Variance is the error due to those groupings being too small.

4. Results and Discussion

The previous section involves the study of each of the naive Bayes introduced previously and implementing it on a
set of COVID-19 Vaccine data. There are 14 attributes and 49 instances in the whole data collection. In this paper,
this study did not use other algorithms because the other standard algorithm is not suitable for the classification of
small datasets, despite its strong theoretical basis and high classification accuracy. This is because the training
difficulty of the Classification algorithm is heavily dependent on the size of the dataset. For a large dataset, it is better
to select the Decision Tree algorithm or Random tree algorithm if the dataset consists of more noisy data; the most
suitable algorithm is the classification algorithm.

In table 1, Mean Absolute Error (MAE) or sometimes it is referred as L1 and Root Mean Square Error (RMSE) are
used to measure the classification accuracy for the algorithm. MAE refers to the absolute error between predicted and
observed values, while RMSE is a quadratic measure of the error between predicted and observed values. The main
difference between two metrics is that RMSE provides a higher weight to large magnitude errors due to averaging the
square of errors. As it is illustrated, Naive Bayes the classifier has a large value of MAE (0.008). Naive Bayes the
classifier has a large percentage of relative absolute error (36.3292). While from Table 1 shows that the Naive Bayes
that has the lowest overall True Positive (0.697). The Precision values of the Nave Bayes classifier are also strong
0.856 respectively.

Table. 1. Naive Bayes Classification Result

MAE RMSE RAE TP Rate FP Rate Precision Recall F-Measure MCC ROC Area

0.008 0.076 36.3292 0.697 0.002 0.856 0.697 0.689 0.705 0.958

We observed that vaccine mapping approaches ranged from unadjusted to adjusted disease outcomes in space and
time, with studies controlling for sex, age, occupation, and healthcare services. For example, during the early months
of the epidemic, Samuel et al. [26] used a simple COVID-19 heat map approach to show the spatial patterns of the
epidemic in China. Chamorro et al. [30] studied COVID-19 in disadvantaged areas of Liangshan Prefecture, China.
Made et al. [34] applied geospatial visualization techniques to study the distribution of COVID-19 incidence rates in
Bosnia and Herzegovina on a series of maps using ELIS (Epidemic Location Intelligence System). In another study
by Chen et al. [32], spatial distribution of COVID-19 incidence was shown on a map, while the rest of the analysis
was largely based on statistical analysis.

Spatial autocorrelation techniques were also used by many researchers. For example, hotspot analysis was used by
Charpone et al. [37] to show the spatial intensity of infection in China. Similarly, another study carried out in China
quantified the spatial distribution of COVID-19 by hotspot analysis. Likewise, Chamorro et al. [30] analyzed clusters
of COVID-19 incidence in China by using global and local Moran’s I in the ArcGIS environment. In the Hubei
province of China, spatiotemporal analysis of COVID-19 daily cases and their incidence rate was done by Yang et al.
[38], using hotspot and cluster analysis in ArcGIS. A simple ecological study by Roy et al. [22] explored spatial
variation in COVID-19 incidence and mortality rates in Rio de Janeiro, Brazil, and globally. In this study, we will
visualize geospatial analysis using folium. Folium is a Python library used to visualize geospatial data. It is an easy to
use yet powerful library. Folium is a Python wrapper for Leaflet. js which is a leading open-source JavaScript library
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for plotting interactive maps. With the code as can be seen in figure 3 below. And the results can be seen in figures 4
and 5 below.

v_map = folium.Map(location=[42.32,-71.0589], tiles='cartodbpositron', zoom_start=4)
mc = MarkerCluster()
for idx, row in vaccinationAndPopulationByLocation.iterrows():
if not math.isnan(row['long']) and not math.isnan(row['lat']):
mc.add_child(Marker(location=[row['lat'], row['long']],
tooltip=str(round(row['percent_vaccinated']*100, 2))+"%"))
v_map.add_child(mc)

V_map

Figure. 3. Folium code for Geospatial analysis
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Figure. 5. Geospatial analysis result
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5. Conclusion

COVID-19 pandemic impacts millions of lives all around the world as a major public health concern. To win the
fight against the COVID-19 pandemic, we'll need an efficient vaccine that can be distributed equally and broadly.
Therefore, we retrieved datasets on covid-19 world vaccine progress and have processed this information using Naive
bayes algorithms classification algorithms. Data mining algorithm performance assessment is important since it helps
users to pick the suitable algorithm for their classification/prediction activities. The final results after applied the
dataset and calculate the accuracy (The accuracy can be defined as the percentage of correctly classified instances
divided by instances) for classification algorithm shows that the algorithm based on our data is the Naive bayes
classifier with an accuracy of 99.9% and the total time taken to build the model is at 0.08 seconds. We also use
geospatial analysis to visualize and predict city that need vaccines the most.
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